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A New Method of Numerical Integration of 
Differential Equations 

By W. H. Witty 

1. Introduction. One of the classical methods of solution to the differential 
equation 

(1) y= f(x, y), y(xo) = yo 

is Heun's method. However, this method requires two substitutions into the differ- 
ential equation (1) for each step forward. A method described by Lotkin [1] achieves 
comparable accuracy but requires only one substitution in (1). This can be quite 
a saving in time when (1) is a complicated function. This article illustrates another 
method which also requires only one substitution in (1). 

2. Heun's method or modified Euler method. With no loss of generality, we 
will denote the n - ith, nth, n + 'th, and n + ith values of the variables by the 
subscripts -1, 0, 2, and 1. Heun's formulas are then: 

(2) g1= yo + hyo', 

(3) 91, f (xi) y1) , 

(4) Yi yo + 1h(yo' + y1). 

If we assume that the values of yo and yo' are correct then the error term [1] is 

(5) eH = - Th3[-2y' + 6fy"Y]0 + OH(h 4), 

where h is the integration interval, OH(h4) are error terms containing h4, and f, is 
evaluated at xi . 

3. The method discussed by Lotkin. The formulas of this method are: 

(6) Y1/2 = Yo + 2(Yo -Y-1) 

(7) Y1/2 = f (x112, Y11/2), 

(8) y, = yo + hy1/2. 

Assuming the values yo and y-, to be correct, the error term [1] is 

(9) eL = -1h3[y"' + 9flY"]o + OL(h4), 

where again h is the integration interval, OL(h4) are error terms containing h4' 
but fy is evaluated at Xl/2 . 

4. This method. The formulas are: 

(10) Y1/2 = YO + 'hyo', 

(11) Y1/2 = f(x12 , Y1/2), 
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(12) y, = yo + hyl/2 
(13) 1 = 2y I2-Yo 

These formulas show in this method extrapolation is used to determine Yi', whereas 
in the second method extrapolation is used to determine Y1/2 . Also it is not required 
to know the numerical value of Y-i - 

To find the error in this method we first assume z(x) to be the true solution 
of (1). Therefore 

(14) Z1/2 = ZO + 1hzo' + 1 h2zo" + 1 h3zo"' + *. 

Since yo zO, yo/ = zo' if we subtract (14) from (10) and retain only the h2 and 
h3 terms, we get the following error: 

(15) el= Y1/2 -Z lh2= - h3zo''. 

Also, since 

(16) z1/2 = f(x112, Z1/2) , 

we get, by subtracting (16) from (11), 

e2 = Y1/2 - Z/2 = f(x112 , Y1/2) - f(xI12 , Zl/2), 

which by the mean value theorem is 

(17) e2 = Y1/2 - Z1/2 = fy(x112 , Y) (Y1/2 - Z1/2), 

e2 Y1/2 - Z1/2 = fye 

where fy = f(xll2, y) . From (12) and (17) we have 

y, = zo + h[zk/2 + fyell, 
(18) 

Yi = zo + h[zo' + lhzo" + sh2Zo"' + --!-h3zo'v + + hfye, 

and, since 

(19) zi = zo + hzo' + h h2zo" + wh3zom + +4h4Zo$v + ... 

we subtract (19) from (18) neglecting higher order terms to get 

ew =y - zi = -Ih3zo"' - -- h4Zoiv + hfye, 

(20) - --h zo t-1-4 h4zoiv - 1h3f yzo" - -Tlhfyzo`, 

ew = -h3[z"' + 3fZ,z"Io + Ow(h4), 

where again h is the integration interval, 0 w(h4) are error terms containing h4, 
and fy, is evaluated at x112. Now in order to make only one substitution in the dif- 
ferential equation, we extrapolate for the yl' by equation (13). Substituting (17) 
in (13) we have 

yl' 2[zl/2 + fel] -zo 

(21) - 2[zo' + Ihzo" + 18h2zO" + -8h3zo"v + ] + 2fye,- 

Yi z'+ hzo" + h2zo"' + +h3zoiv + * + 2f-e1. 

Since 
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(22) Zl= ZO + hzo' + 'h2zo"' + 'h3zOiv + ... 

subtracting (22) from (21), substituting from (15), and neglecting higher order 
terms, we obtain 

(23) e3 = Yi - Z=- h2[zo' + fyzo"] - l&h3[3zoiv + fyz0"']. 

Restating the error terms of the three methods using more generalized sub- 
scripts we have 

(24) eH = --2h [-2yM + 6fyY"]n + OH(h4)X 

(25) eL = -2'4h3[ym + 9fvyY]n + OL(h4)X 

(26) ew = --h [ym + 3fyy'] + Ow(h4). 

A comparison of (24), (25) and (26) reveals that there are many cases where the 
third method gives the least error. Also since the last two methods require only 
one evaluation of (1), we could use an integration integral of one-half the interval 
used by the first method and greatly increase our accuracy. 

5. Comparison of results. Table 1 gives the values obtained from the integration 
of the differential equation 

(27) y' =(1 + y2)-1 y(O) = 0 

by the three different methods using the same integration interval h = 0.1. The 
exact solution of (27) y3 + 3y - 3x = 0 is given in the second column. Values 
obtained by Heun's method, Lotkin's method and this method are given in the 
third, fourth, and fifth columns. The resulting errors are given in the sixth, seventh, 
and eighth columns. The values of the independent variable are given in the first 
column. In order to compare the three methods so that all compute the differential 
equation (27) the same number of times, we mnust use in the last two methods an 
h which is one-half that used in Heun's method. Results of using h = .05 in the 
last two methods are shown in Table 2. 

TABLE 1 

Comparison of Results 

x sOEutExact Heun Lotkin This 
EH EL EW X solution met hod 

0 .00000 .00000 .00000 .00000 0?10?? 0.10o 0.10.- 
.1 .09967 .09950 .09975 .09975 -17 8 8 
.2 .19744 .19712 .19756 .19756 -32 12 12 
.3 .29172 .29129 .29184 .29187 -43 12 15 
.4 .38149 .38097 .38153 .38161 -52 4 12 
.5 M46622 .46564 .46615 .46631 -58 -7 9 
.6 .54580 .54519 .54560 .54583 -61 -20 3 
.7 .62040 .61977 .62009 .62039 -63 -31 -1 
.8 .69033 .68971 .68991 .69026 -62 -42 -7 
.9 .75597 .75536 .75547 .75588 -61 -50 -9 

1.0 .81773 .81712 .81715 .81758 -61 -58 -15 
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TABLE 2 
Comparison of Results 

x Lotkin This method EL EW 

0 .00000 .00000 0*1O-5 O.1o-5 
.1 .09969 .09969 2 2 
.2 .19746 .19747 2 3 
.3 .29175 .29176 3 4 
.4 .38150 .38152 1 3 
.5 .46620 .46624 -2 2 
.6 .54575 .54581 -5 1 
.7 .62032 .62040 -8 0 
.8 .69023 .69032 - 10 - 1 
.9 .75585 .75595 - 12 -2 

1.0 .81759 .81769 - 14 -4 

6. Conclusions. Since this method and Lotkin's method require only one evalua- 
tion of the differential equation for each step forward as compared to two evalua- 
tions by Heun's method, it is evident that a great deal of time can be saved by the 
use of these methods instead of Heun's method. The practicality of this, however, 
would depend upon whether the accuracy of these methods was comparable to that 
of Heun's method. 

If we compare these two methods with Heun's method on the basis of the same 
number of evaluations of the differential equation, we may use an integration in- 
terval one-half that used by Heun's method. In effect the error terms (25) and (26) 
become %' of their former values. This gives greater accuracy, but the time required 
to solve the differential equations would be the same for all three methods. 

Comparing this method with Lotkin's method, we see that the primary differ- 
ence is that extrapolation is used to obtain the derivative rather than the variable. 
The extrapolation formula (13) is obtained from Newton's interpolation formula. 
Euler's formula is used to obtain the values of the variable at the half step in this 
method. This seems to be a more natural method than extrapolation using back- 
word values because initial conditions for the independent and dependent variables 
are usually known, and the initial value of the derivative can be calculated from the 
differential equation. The backward value required by Lotkin's method is sometimes 
not known. 

It is apparent from analysis of (24), (25), (26) and the tables that there exist 
differential equations which can be integrated numerically more accurately by this 
method than by either Heun's or Lotkin's method. 
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